Motivation Designing New Convolutional RNNs to Improve Object Recognition

The primate ventral visual stream performs object recognition

with a series ofeedforward computations. However, it is also rig A ResNet Block Vanilla RNN Cell B |
i i Reciprocal Gated HP Opt (T = 16)
In local and long-rangeedbackconnections between neurons. Feedforvard Corolutions il il i 0.62 - o FF Deeper
Image :::”E:: ':'o:”:: ‘:::/::::‘ CorvRNN Cells . . T W © Reciprocal Gated (T = 16) a W;der LSTM HP Op.t (T=16)
| 7 ” “'“'” :""‘“ :"'““ U -
* FACE ::EEE::: :::EEE:: :::EEE:: q LSTM Cell Reciprocal Gated Cell 8 0.57 - LSTM (T = 16) @
L B e I i V) h 2 < Vanilla RNN (T = 16) ]
L L 0 q f) q _ i T — ° LSTM(T=7) @
AR e AR 11—, g 2, <, qmme - Object ¥ i <) o
| | g e B [ "'I Catgory ~ | il = 17l ——" F Vanilla RNN (T = 7)
For many images, object category can be decoded from neural popu ! I I *_/ _||:> f # 05
. . . ' |
feedforwardresponses (Majaj, Hong, et al. 2015). But for some images ::;;:E:: :;;EE::: :g;iitt: X i il T
decoding of object category is delayed (Kar et al., 2018), suggesting § EE::::E: E:::;EE: E::;;EE: Long-Rang Feedbak T’EEEE ' Eggf
. : : : 0 o | ' ' ' ' ' ' '
unexplained role fofeedbaclcomputations. These are not included i Wy Ny Ny U ° v © " "Number of Parameters $10
3 umber of Parameters

ConvRNNs Match Deeper Task-optimized ConvRNNs Predigt Conclusions

Better Recurrent Architectures || CNNs on ImageNet Performance¢| Neural Dynamics in V4 and IT
0.75 A
15.5 21.8

- Standard RNN cells (e..g ConvLSTMs) do not i
prove ImageNet performance when installed in a
feedforward model

- The Reciprocal Gated Cell, which includes both
gating and bypassing, allows ConvRNNSs to matg
performance of deeper models and larger CNNs
- ConvRNNs explain temporal dynamics in visus
cortex better than simpler recurrent models
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Next steps include:

- optimize ConvRNNSs for other tasks and robustgess

- explore more sophisticated decoding from dyndmic

- continue search for better recurrent motifs to
augment stronger CNN backbones
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- compare ConvRNN outputs to primate behavio
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