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Next steps include:
- optimize ConvRNNs for other tasks and robustness
- explore more sophisticated decoding from dynamics
- continue search for better recurrent motifs to 
  augment stronger CNN backbones 
- compare ConvRNN outputs to primate behavior

The primate ventral visual stream performs object recognition 
with a series of feedforward computations. However, it is also rich 
in local and long-range feedback connections between neurons.

“FACE”

For many images, object category can be decoded from neural population
feedforward responses (Majaj, Hong, et al. 2015). But for some images,
decoding of object category is delayed (Kar et al., 2018), suggesting an
unexplained role for feedback computations.  These are not included in 
feedforward convolutional neural network (CNN) models of the ventral 
stream.. We therefore augmented CNNs with recurrence (ConvRNNs.)
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- Standard RNN cells (e..g ConvLSTMs) do not im-
prove ImageNet performance when installed in a 
feedforward model
- The Reciprocal Gated Cell, which includes both 
gating and bypassing, allows ConvRNNs to match 
performance of deeper models and larger CNNs
- ConvRNNs explain temporal dynamics in visual 
cortex better than simpler recurrent models

Conclusions


