Niiv Flexible Neural Representation for Physics Prediction

Damian Mrowca'*, Chengxu Zhuang**, Elias Wang’*, Nick Haber***, Li Fei-Fei', Joshua B. Tenenbaum’®, Daniel L. K. Yamins'#®

Stanford Department of Computer Science', Psychology?, Electrical Engineering’, Pediatrics* and Biomedical Data Science’, and Wu Tsai Neurosciences Institute®, Stanford, CA 94305
&Y Neuro Al Lab Department of Brain and Cognitive Sciences’, and Computer Science and Artificial Intelligence Laboratory®, MIT, Cambridge, MA 02139

Physics predlctlon abilites Hierarchical Particle Relation Graph
o B Representation
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node Graph convolutions compute physical effects on each particle node. Hierarchical graph convolutions propagate physical effects within a hierachy.

Effects are computed pairwise and summed up to obtain the overall effect. Effects are first passed up from leaves to ancestors (L2A) then within siblings
C) (WS) and finally down the hierarchy from ancestors to descendants (A2D).
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. . . S ... . ‘ Hierarchical Relation Network (HRN) takes the past particle graphs G, as input and outputs the next particle states P™"'. @ _ processes collision effects,
Physics applications. From robotic, to vision and graphics, physics prediction abilities are needed everywhere. Hierarchical Particle Relation Graph. Particle nodes are connected by relation edges. @ external force effects, and @ past history effects, which are then propagated within each object with n. The MLP W computes the next states P
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Results Future Work

: : 0.7 ' ) 0.038
w06 < 003
S 3,
a) . b) 2 04 L5 0023
s 3 S O
;: : k> S 03 5 2 0015
= = Zi ot i ”//}'fj".'w i ”//fffj".'!nu ”;?‘”’dﬁ/ﬁj’j}r}m % QL
O
Bunny bemg |n°ted and falhng on a flat plane a (0.1 % 0.008
<= <= e
5 2 . - % : C - T
@ - . ’ +2 t+4 t+6 t+8 : £ t+2 t+4 t+6 +8
¢) DEREE. e . . Itee 1 Lo tre tma vo 1 _
5 5 M % a4 9 ﬁ O RN (Full model 0.037 - Derive graph representation from images
E?ﬁfmm M = P M g -y =2y =2 "y < 2D N l(bul Imo el é 0.03 - Stabilize long time range predictions
Rigid cubeunong off a spe. | I ) Cone and pentagonal prism colliding in mid-air. O globd 05? %—,‘ w0022 /‘3 _ Support more materials
E = = g No preservation loss C; g 0015 - Mobel-based reinforcement learning in robotics
E N {? IN (Fully-connected graph) = '
C) S f) @ IR fff. AN a“f AREASANN z“.;‘f# e g. S | A . .»‘?f' _O_ M L P 5 0007
B e S i g - This work was supported by grants from the James S. McDonnell Foundation,
2 § % g @ I g 0 Simons Foundation, and Sloan Foundation (DLKY), a Stanford Mind, Brain,
£ & 2? ,ﬁ;?“ ? @ ‘ .»*Pf’ ‘ ,4,2" X t t+7 t+4 t+6é6 t+8 Computation and Technology fellowship (CZ, EW), a Berry Foundation postdoctoral

fellowship (NH), the NVIDIA Corporation, ONR - MURI (Stanford Lead)

t+1 43 5 t+7 49 t+1 t+3 t+5 t+7 149 eat - " -
Cloth folding on a flat plane. Tower falling on 2 flat plane. Qualitative Results. Cumulative mean-squared errors (MSE) for (delta) position and shape preservation. HRN performs best overall. NO0O14-16-1-2127 and ONR - MURI (UCLA Lead) 1015 GTA275.




